The phonology of sign languages

1 INTRODUCTION

Compared to spoken language phonology, the field of sign language phonology is a young one, having begun in the 1960s together with research into sign languages generally. Before this point, linguists often dismissed the academic study of sign languages as manual representations of spoken languages (e.g., Bloomfield, 1933) or as iconic wholes lacking any internal structure. However, since Stokoe’s (1960) seminal work, sign language linguists have demonstrated that, as with spoken languages, sign languages have sub-lexical structure that is systematically organised and constrained. In addition though, sign languages also stand in stark contrast to spoken languages because they are produced in the visual-gestural modality and therefore the articulators involved in phonological organisation are different. Within this chapter, we provide an introduction to the field of sign language phonology and a selective overview of contributions to date. We also highlight key areas that have attracted much debate amongst sign language linguists such as the development of phonological models, the effect of modality on phonology, and the relationship between sign language and gesture. In Section 4, we describe new contributions to the field which have the potential to further illuminate our understanding of sign language phonology in the future. Our description will be centred around two unrelated sign languages: American Sign Language (ASL) and British Sign Language (BSL), though many of the patterns here have been described for other sign languages as well. This chapter’s concluding note emphasises that in order to understand phonology, one must consider sign languages.

2 DEFINITIONS

In this section, we briefly outline sign language phonology and key terms that have been used to refer to the organisation of signs at this level of the language.

2.1 The sign language lexicon

Sign language interaction is made up of different types of signs. These different types have been exemplified in models of the sign language lexicon proposed by many
researchers (e.g., Johnston and Schembri, 1999, Brentari and Padden, 2001, Cormier et al., 2012); see Figure 1 for such a model adapted from Brentari and Padden (2001).

![Diagram of the sign language lexicon](image)

**Figure 1:** Sign language lexicon (adapted from Brentari and Padden, 2001)

Here the lexicon is divided into the following components: the core lexicon, the non-core lexicon, and the non-native lexicon. Signs in the core lexicon are described as being comprised of meaningless sublexical units with a highly conventionalised form and meaning association; these are the signs you would typically expect to see listed in a sign language dictionary. Much of the work on phonological theory concerning sign languages has been based on this component of the lexicon. Signs from the non-core lexicon are, in contrast, made up of meaningful units and typically refer to so-called classifier constructions or signs involving sequences of constructed action (Cormier et al., 2012). Finally, the non-native lexicon refers to fingerspelled sequences. Fingerspelled sequences represent a form of borrowing where different configurations of the hand are each associated with a letter from the corresponding spoken language’s alphabet in order to spell out a word. Importantly, signs from the non-core and the non-native lexicon differ in their structural properties from signs in the core lexicon in terms of handshape inventories as well as in the application of phonological constraints and rules (Eccarius, 2008). In the following section, we describe how signs are organised at the phonological level focusing on the core lexicon. We refer to signs from other components of the lexicon in Section 3.3 when

we consider the relationship between signs from the non-core lexicon and gesture, a prominent and current area of enquiry.

### 2.2 The core lexicon: The phonological architecture of the sign

It is widely acknowledged in the sign language literature that the parameters of handshape, place of articulation ‘POA’ (or location), movement, and orientation play a significant role at the phonological level in a similar way to the spoken language properties of place of articulation, manner and voicing. In the BSL sign DANGER, the parameters specified are: the W hand for *handshape*, the ipsilateral side of the forehead for *place of articulation*, and a short repeated movement contacting the forehead for *movement*. *Orientation*, which is interpreted here as the relationship between the active hand and the place of articulation, is the radial side of the hand (i.e., the part of the hand that contacts the place of articulation). Justification for the feature units within each parameter stem from their ability to show contrasts. For example, the BSL sign GAY differs from BSL UNSURE along the handshape dimension alone (BSL GAY has only an extended thumb with all fingers closed whilst BSL UNSURE has an extended thumb with all fingers extended). In Figure 2, pairs of contrasts along each parameter in BSL are provided.

<table>
<thead>
<tr>
<th>GAY</th>
<th>UNSURE</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Handshape contrast</strong></td>
<td></td>
</tr>
<tr>
<td>AFTERNOON (chin)</td>
<td>NAME (forehead)</td>
</tr>
<tr>
<td><strong>POA contrast</strong></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>BROTHER (horizontal movement)</th>
<th>PAPER (vertical movement)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Movement contrast</td>
<td></td>
</tr>
<tr>
<td>MUM (fronts of fingers towards POA)</td>
<td>DANGER (radial side of hand towards POA)</td>
</tr>
<tr>
<td>Orientation contrast</td>
<td></td>
</tr>
</tbody>
</table>

Figure 2: Sign pairs with handshape, location movement and orientation contrasts in BSL

Within the core lexicon, the parameters of handshape, location, movement, and orientation are typically viewed as meaningless sublexical elements (e.g., there appears to be no iconic motivation for the handshape in the signs PAPER or DANGER; these are arbitrary sub-lexical elements that are contrastive in BSL). Several phonological models have been proposed to account for a sign’s underlying representation and the organisation of these parameters. Within this section, an overview of the general organisation of the sign according to the Prosodic Model is provided (see Figure 3). We refer again to other phonological models in Section 3.1.
Figure 3: Overview of the Prosodic Model

The Prosodic Model follows Dependency Theory (Anderson and Ewen, 1987, van der Hulst, 1993) in that each node is maximally binary branching, and each branching structure has a head (which is more elaborate) and a dependent (which is less elaborate). In the following sub-sections, we describe how the parameters of handshape, POA, orientation, movement are represented within the Prosodic Model. These sub-sections will refer briefly to the class nodes of the feature hierarchy.

2.3 The core lexicon: Inherent Features

A closer look at the Inherent Features structure within the Prosodic Model is provided in Figure 4. The Inherent Features structure branches into the parameters of handshape and place of articulation (Location or POA); each will be discussed in turn.
2.3.1 Handshape

The handshape parameter is specified within the Inherent Features structure. Beginning at the top-most node, the active articulator is first specified which is typically the arms and hands. In some cases, a sign may only use non-manual articulators (e.g., the head, the face, and/or the body) but these types of signs are relatively rare in signed languages. The manual node then branches into the dominant (H1) and non-dominant (H2) hands. If the sign is two-handed, it will have both H1 and H2 features. If the sign is one-handed, it will only have H1 features. These features include which fingers are ‘active’ (selected), how many are selected (quantity), and whether they are straight, bent, flat or curved (joints). It is at this level (i.e., the feature) that the minimal units of contrast can be identified. For example, BSL GAY and BSL UNSURE in Figure 2 differ according to features of selected fingers: GAY is specified only for the thumb (i.e., no finger features), whilst UNSURE is specified for the thumb and [all] fingers.

2.3.2 Place of Articulation (POA)

As with handshape, POA is represented within the Inherent Features structure. Its organisation within the Prosodic Model reflects the generalisation that there are four
major body regions (the body, the head, the torso, and the arm) and that each region has eight place distinctions. Beginning from the POA branch within the Inherent Features structure, the passive articulator is specified. This is divided into three-dimensional planes – horizontal (y-plane), vertical (x-plane), and mid-sagittal (z-plane). Signs occurring along the vertical plane may also be specified for one of the major locations on the body: the head, the torso, the arm, or the non-dominant hand. Within each of the eight major locations, eight further POA values are specified. For example, the eight POA values for the head, which are thought to be contrastive in ASL are: top of the head, forehead, eye, cheek/nose, upper lip, mouth, chin, under the chin. The model predicts that there will be eight distinctions in each of the major locations, but the values may well be language particular, differing from sign language to sign language.

2.3.3 Orientation
Orientation is traditionally regarded as a minor parameter since there are fewer minimal pairs based on orientation alone (Brentari, 2012). Earlier descriptions of orientation (e.g., Stokoe et al., 1965, Battison, 1978) were often based on the direction of the palm and the fingertips (e.g., in BSL TRUE, the palm is facing leftwards and the fingertips are facing forwards). Within the Prosodic Model, as well as Crasborn and van der Kooij (1997) for Sign Language of the Netherlands (NGT), orientation is regarded as being derived from a relationship between an active handpart and the POA. From this perspective, the orientation in BSL TRUE would be expressed as the relation between the ulnar side of the dominant hand (i.e., handpart) towards the palm of the non-dominant hand (i.e., the POA).

2.4 The core lexicon: Prosodic Features
Returning to Figure 3, one can see that the root lexeme branches into both Inherent Features and Prosodic Features. Figure 5 provides a detailed representation of the organisation of the Prosodic Features tree.
Within the Prosodic Features structure of the Prosodic Model, the dynamic elements of signs are specified. These dynamic elements contrast with handshape and POA within the Inherent Features branch since, by their very nature, they are features that can change within a sign. Additionally, it is within the Prosodic Features branch that segmental (or timing units) structure is derived. A major motivation in this separation lies in the fact that Prosodic Features are realised sequentially whilst Inherent Features are realised simultaneously. In addition, the hierarchical structure within the Prosodic Features branch is not as complex when compared to the organisation of Inherent Features.

### 2.4.1 Movement

Movements are dynamic acts with a trajectory, a beginning, and an end; their phonological representation will vary depending on the body part used to articulate the movement (see Figure 6). The movement change in ASL UNDERSTAND is a change in aperture that is articulated by the finger joints. The movement change in ASL HAPPEN is a change in orientation articulated by the radial-ulnar (forearm) joint. Furthermore, it is the elbow that articulates a path movement in ASL SEE and the shoulder that articulates a setting movement in ASL WE. Body parts involved in the articulation of movement are organised within the Prosodic Model beginning with
the more proximal joints (e.g., the shoulder) and ending with the more distal joints (e.g., the fingers). In some signs, it is also possible to have two simultaneous types of movements articulated together. For example, ASL HAPPEN can also be produced with both the radial-ulnar joint and movement from the shoulder joint resulting in a downward movement. Other signs like ASL THROW have both a path movement and what is known as a secondary movement (i.e., aperture change within the hand) (Sandler and Lillo-Martin, 2006). The different types of movements as they would be represented within the Prosodic Model are also provided in Figure 6.
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**Figure 6:** Different types of movement in ASL and as represented within the Prosodic Model

Whilst much has been made of the simultaneous nature of sign languages, it is uncontroversial (as noted above) that signs are comprised of sequential elements. This sequentiality is represented through timing slots projected within the prosodic structure (shown as X-slots in Figure). Path features generate two timing slots; all other features generate one timing slot. Inherent Features do not generate timing slots at all; only movement features do this within the Prosodic Model. When two movement components are articulated simultaneously as in ASL THROW, they align with one another and only two timing slots are projected onto the timing tier (see ASL THROW in Figure 6). Timing slots typically do not create minimal pairs (i.e., duration is not contrastive in sign languages) but play an important role in describing where morphological modifications appear. For instance, when a sign is modified for
intensity in both ASL and BSL, the first segment is lengthened (e.g., BSL QUICK can be held in its initial position during its articulation resulting in the overall meaning of ‘very quick’).

2.5 Phonological units in sign language

In our brief description of the parameters recognised as playing a role in the phonology of sign languages, one can see that parallels can be made with phonological units attested in spoken language. A parameter in sign languages constitutes a fundamental group of features, similar to possible segment types in spoken languages (e.g., vowels, glides, obstruents, approximants). A group of features is often referred to as a “major class” in general phonological theory, specifically in feature geometry—e.g., ‘laryngeal’ or ‘dorsal’ are feature classes in spoken languages, and are at the same level as ‘joints’ or ‘selected fingers’ within the handshape parameter. Consequently, features such [+flexed] and [-flexed] have the same relation to the ‘joints’ feature class in a sign language as [spread glottis] has to the ‘laryngeal’ class in a spoken language. These features, as in spoken language phonology, are the smallest units and the minimal properties that can create a minimal pair.

Movement features also play an important role in the sign language syllable with movement being described as analogous to vowels. Parallels between the two can be seen when one considers that vowels and movements are perceptually the most salient feature within a word or a sign and that movement is what makes signs visible, just as vowels make words audible. In fact, researchers have proposed that more visually salient movements are more sonorous – that is, wiggling the fingers is less sonorant than twisting of the radial/ulnar joint (forearm), which is less sonorous than a path movement (Sandler, 1993, Corina, 1990, Brentari, 1993, Perlmutter, 1992). The criteria for counting syllables in sign languages are outlined below.

<table>
<thead>
<tr>
<th>Syllable Counting Criteria: The number of syllables in a sequence of signs equals the number of sequential movements in that string</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. When several shorter (e.g., secondary) movements co-occur with a single (e.g., path) movement of longer duration, the longer movement is the one to which the syllable refers</td>
</tr>
</tbody>
</table>
b. When two or more movements occur at exactly the same time, it counts as one syllable, e.g., ASL THROW is one syllable containing an aperture change and a path movement.

Several arguments can be made to demonstrate that movement plays a central organising role at the phonological level forming a unit similar to the syllable nucleus in spoken languages. Firstly, fingerspelled letters or number signs produced in stasis have been observed to add an epenthetic movement in some sign languages when used as an independent word (Brentari, 1990, Jantunen, 2007, Geraci, 2009). Brentari (1990) suggests that, as in spoken languages where an operation of vowel epenthesis ensures syllable well-formedness, movement is inserted where necessary to ensure that the signed output is a well-formed syllable. Secondly, the repetition of movement appears as a rhythmic sequential unit produced by deaf infants at a similar milestone to vocal babbling observed in hearing children (Pettito and Marentette, 1991). Thirdly, morphological modifications to signs are often permitted on the basis of their movement properties. Signs containing one movement element are permitted to undergo modifications that result in derived nominal forms (e.g., the path movement in ASL SIT can be repeated to derive the nominal form CHAIR) in contrast to signs consisting of two or more movements such as ASL THROW (which contains both a path and secondary movement). This suggests that forms allowing reduplication have one simultaneous movement component and are light syllables whilst those that disallow reduplication have two or more simultaneous movement elements and are therefore heavy. This also demonstrates that sign syllables do not have the same internal structure as spoken languages syllables – i.e., syllable weight and sonority are not related in this way in spoken languages.

Lastly, it should be noted that the parameters specified (i.e., handshape, POA and movement) all combine to form a lexeme at the root node in contrast to spoken languages where they would combine to form a vowel or consonant like unit. As mentioned above, this demonstrates that features in sign languages are typically specified only once per lexeme, not once per segment or once per syllable, but once per word. This is a fact that is – if not explicitly stated – implied in many models of
sign language phonology. Whilst parallels can be drawn with tone in tonal languages and features that harmonise across a lexeme (e.g., vowels), it appears that fewer features in speech are associated with the domain of the word in spoken languages than in signed languages; this points to a fundamental difference between signed and spoken language phonology. Importantly, all sign languages that have been subject to serious inquiry have been noted to operate in this way; the extent to which tone and vowel harmony are attested cross-linguistically for spoken languages does not approach a similar scale by comparison.

3 CRITICAL ISSUES AND TOPICS

In this section, we underline three areas of interest within the field of sign language phonology. These are: the development of phonological models/phonological theory, the effect of modality on phonological organisation, and the link between sign language and gestures produced by non-signers at the phonological level. The third area is one that has received particular interest from sign language linguists in recent years.

3.1 Phonological models

Different phonological models have been proposed to account for the underlying representation of signs. These can be understood with reference to the history of phonological theory generally. The earliest model of sign language phonology proposed by Stokoe (1960) emphasised the simultaneous nature of signs (i.e., the parameters of handshape, location, and movement are all realised at the same time in production) and made no attempt at defining these parameters according to a hierarchy. Instead, like spoken language models in the 1950s, Stokoe (1960) focused on providing evidence for the feature units using phonemic contrast (as explained above). Later models made the important observation that signs could also be comprised of sequential segments (or timing units). Beginning with Liddell and Johnson’s (1989) Hold-Movement Model, a sign was divided into linear segments described as either ‘holds’ or ‘movements’ at the centre of its representation. Within each segment, a number of articulatory features could be identified although these features did not appear to enter into a hierarchical relationship with one another. Liddell and Johnson’s model can be said to mirror Chomsky and Halle (1968) *Sound Patterns of English* which was biased towards a sequential representation of segments.
Liddell and Johnson drew parallels between spoken and signed languages by likening holds (i.e., static elements) to consonants and movements (i.e., dynamic elements) to vowels. However, as features were individually associated within each segment, the Hold-Movement Model contained a substantial amount of redundant information (e.g., for the BSL sign NAME as shown in Figure 2, the same handshape would be specified across segments despite there being no change in this parameter). As spoken language models became increasingly non-linear, the Hand Tier Model (Sandler, 1989), the Prosodic Model (Brentari, 1998), and the Dependency Model (van der Kooij, 2002), would unite both the sequential and simultaneous nature of signs in their respective representations. These models used feature geometry to hierarchically organise a sign’s parameters according to their phonological behaviour and articulatory properties. The Hand Tier Model would first address the shortcomings of the Hold-Movement model by representing handshape as an autosegment. Although linear sequential segments continued to occupy a central role in this model, the simultaneous nature of the sign was also acknowledged. In contrast, later models such as the Prosodic Model and the Dependency Model (van der Hulst, 1993) both placed the simultaneous structure back in central position. Although they differ in some details, both models suggested that segmental structure, despite playing an important role in phonology, is derived from the features specified within a sign. Within the Dependency Model, segmental structure is linked to handshape and POA and movement is given a minor role within the representation since van der Hulst argued that movement could be derived from handshape and POA features. In contrast, the Prosodic Model acknowledged that handshape, place of articulation, and movement all have autosegmental properties but inherent and prosodic elements were placed on separate branches, and it is within the latter branch that segmental structure is derived.

Focusing on recent models that have adopted a featural and autosegmental perspective within their representations (e.g., the Hand Tier Model, the Prosodic Model and the Dependency Model), we can see that there is much consensus across representations despite their differences. For example, there is a tendency for features within the parameters of handshape and POA to be specified once per lexeme. For handshape, this generalisation is captured by the Selected Fingers Constraint (Mandel, 1981, Brentari, 1998) (or the Handshape Sequence Constraint in the Hand Tier model (Sandler, 1989)) which specifies that a sign only has one set of selected fingers within
its articulation; note that ASL THROW, despite having a handshape change, has the same number of selected (or extended) fingers at the beginning and end of its articulation. However, there are important differences between these models that pose interesting questions for further research within the field. These differences point to conflicting ideas regarding the underlying role of a particular articulator or aspect within a phonological representation and highlight areas for further research.

One example is the role of the non-dominant hand in phonological models. Although both hands are often active in connected signing, linguists typically refer to one hand as the primary articulator (or the dominant hand) and the other as the passive articulator (or the non-dominant hand), and distinguish between three types of 2-handed signs (Battison, 1978). In Type 1 signs both hands share the same handshape and movement – they are symmetrical (e.g. BSL PAPER and BROTHER in Figure 2); in Type 2 signs both hands share the same handshape, but not the same movement – one hand is held stationary (e.g., BSL UNSURE in Figure 2); and in Type 3 signs the hands share neither the handshape nor the movement – again, one hand is held stationary (e.g., BSL GAY in Figure 2). Each phonological model varies in its treatment of the non-dominant hand within its representation. For the Hand Tier Model, the non-dominant hand has a dual role as a POA in Type 2 & 3 signs and as an active articulator in Type 1 signs. In contrast, within the Prosodic Model and the Dependency Model, the two functions are united and the non-dominant hand is represented as having a dependent role (see Figure 4 where H2 occupies the dependent branch of the manual node of the Prosodic Model) within their representations. This captures the fact that the degree of complexity on H2 is severely constrained, an observation made by Battison (1978) when he formalised the Symmetry and Dominance Constraints. That is, the non-dominant hand is either specified for the same handshape and movement as the dominant hand (the Symmetry Constraint) or if the non-dominant hand is stationary, the handshapes we can expect to see on this hand is restricted to a limited set (the Dominance Constraint).

Additionally, the role of non-manual features (e.g., face and body) within phonological models is unclear. Non-manual features are frequently cited in the literature as a significant parameter in addition to parameters involving the hands. Within the Prosodic Model, non-manual features are represented within the Inherent
Features branch in the top-most node of the Handshape structure (see Figure 4). Signs can be articulated using non-manual features alone and pairs of signs (featuring a manual component) can be contrastive along the non-manual dimension. For example, the ASL signs LATE and NOT-YET differ only in the presence of tongue protrusion in the latter. However, it should be noted that non-manual signs are extremely infrequent when compared to manual signs and very few minimal pairs exist along this dimension. In addition, non-manual features, such as the eyebrows, appear to play an important role at the suprasegmental level and have been likened to intonation in spoken languages (Nespor and Sandler, 1999, Sandler and Lillo-Martin, 2006). These markers also appear to play a role in morphology and syntax (e.g., Neidle et al., 2000, Zeshan, 2004). Given their minor role at the phonological and lexical levels and their other roles in morphology, syntax and discourse, it is unclear how non-manual features should be represented within phonological models. Indeed, current models proposed for sign languages often lack an adequate representation for this parameter.

Another area where models differ is in the representation of the movement parameter. The Prosodic Model ascribes a central role in the phonology to movements. The structure in Figure 5 captures not only the phonological features of movement, it also provides a coherent backbone for the syllable and foundation for higher order prosodic structure. There is widespread agreement that movement plays a key role in syllable structure with regard to its functional similarity to vowels and to syllable nuclei, as well as in higher order prosodic structure – for example, the phenomenon of phrase-final lengthening in Intonational Phrases. But some models have tried to avoid representing movement as a major parameter, and instead derive the movement from the locations and orientations of the start and end of the syllable, with some additional features for manner and repetition (Uyechi, 1995, Channon, 2002, Channon and van der Hulst, 2011).

Finally, it should be noted that although minimal pairs can be found for most parameters in ASL and BSL, it is difficult in many cases to identify minimal pairs for every purported phonological value (i.e. every handshape, location, movement, or orientation) that has been argued to be contrastive within these languages. The only exhaustive attempt to do this for any sign language that we know of is Johnston (1989) for Auslan (Australian Sign Language). More evidence is needed about lexical

contrast in ASL and BSL before claims about particular contrastive units can be confirmed. In the meantime, it has been proposed that phonetic structures, including features, should be judged to be phonologically relevant if they i) create a minimal pair ii) are involved in a phonological rule, or iii) if they are morphological.

3.2 Modality

The second issue we discuss here concerns the effect of modality on phonological organisation. The articulators involved in speaking and signing are different; the articulators in speech are the lips, teeth, tongue, throat, and larynx and the articulators in signing are the hands, arms, head, body and face. As outlined by Meier (2002), Meier (2012), there are fundamental differences between these sets of articulators. Firstly, the primary articulators involved in sign languages are paired; there are two hands and arms involved in articulation whilst there is only a single articulator involved in speaking. As phonology is the level of the language that directly interfaces with the articulators, anatomical differences, in turn, have the potential to influence the phonological structure of languages across modalities. It has been proposed that the organisation of a syllable in speech stems from the opening and closing movement of the jaw which acts as an oscillator in speech (MacNeilage, 2008, MacNeilage and Davis, 1993). When one looks at sign languages, it is apparent that there is not a single oscillator linked to articulation. Signs can be produced by different joints within the arms and the hands. On this basis, Meier (2012), Meier (2002) concludes that the syllable in sign language is physically distinct from the syllable in spoken languages since it clearly has a more varied articulatory basis.

The fact that these larger articulators have an effect on production is evidenced by the rate at which words or signs are produced. Studies have reported that the rate of signing appears to be much slower when compared to speaking (Klima and Bellugi, 1979, Grosjean, 1977). In a study by Bellugi and Fischer (1972), the rate of signing – measured as signs per second – was twice as long as the rate of speaking – measured as words per second. This difference in production may be attributed to the size of the articulators as the arms and hands are much larger and therefore require more effort to move than those involved in speaking (e.g., the jaw and the tongue). Despite the slower rate of signing compared to speech, however, Bellugi and Fischer found that the proposition rate was similar across signed and spoken languages. They
attributed this to the use of simultaneous organisation in sign languages, concluding that both modalities are equally efficient at conveying information, but do so in different ways.

There are also differences in perception (Brentari, 2002). In audition, humans can temporally resolve auditory stimuli when they are separated by an interval of only 2 milliseconds (Green, 1971, Kohlrausch et al., 1992) whilst the visual system is much slower and requires at least 20 milliseconds to resolve visual stimuli presented sequentially (Chase and Jenner, 1993). The advantage of temporal processing therefore goes to audition. In contrast, simultaneous processing benefits vision over audition. The effect of the speed of light transmission on the perception of objects is that vision can take advantage of light waves reflected from the target object together with secondary reflection from other objects in the environment onto the target object (i.e., visual ‘echo’ waves). The combination of the two, perceived simultaneously, enhances the three-dimensional quality of the target object (Bregman, 1990) and allows a three-dimensional image to be perceived quickly due to properties of the signal (the same echo phenomenon in audition is much slower). Given these differences in perception across modalities, one might expect words in signed and spoken languages to exploit the advantages available to their respective systems.

One outcome of this basic design of the auditory and visual physiological system is the effect on word shape. Sign languages have a strong tendency towards being monosyllabic. In Stokoe et al. (1965), 83% of the lexical entries are composed of single sequential movements (using the syllable counting criteria in Figure 7). Evidence for this tendency towards monosyllabicity can also be seen in compounds and nativised fingerspelled signs (i.e., fingerspelled sequences that move from the non-native lexicon to the core lexicon over time, thus taking on phonological characteristics of signs from the core lexicon). This monosyllabic nature is retained even when signs are meaningfully modified in a number of ways (i.e., these modifications are typically feature-sized and simultaneously layered onto the stem). This patterning between meaningful elements and phonological structure represents a substantial difference between sign languages and spoken languages. Whilst spoken languages do have simultaneous phenomena in phonology and morphophonology such as tone, vowel harmony, nasal harmony, and ablaut marking (e.g., the past
preterite in English – sing/sang; ring/rang), this does not approach the scale of simultaneity seen in signed languages. This pattern demonstrates that signal processing differences in the visual and auditory system clearly have an effect on language typology across modalities.

Modality can also have an effect on the distribution of phonological features. In sign languages, the addressee must look at the person signing to them. Since visual acuity is greater toward the central vision area than in the peripheral areas, we might expect an effect on the distribution of features. This appears to be the case for both ASL and BSL, regarding the distribution of marked and unmarked handshapes. In both Battison (1978) for ASL and BSL SignBank (Fenlon et al., 2014) for BSL, when examining signs produced on the body, signs with a marked handshape (i.e., handshapes which are less salient and more difficult to perceive quickly) were much more likely to be produced in the head and neck locations over the trunk and arm locations. For example, in BSL, out of a possible 376 signs using a marked handshape, 286 (76%) are produced on the head and neck locations where visual acuity is greatest). Similarly, one-handed signs (e.g. BSL NAME as in Figure 2) are much more likely to occur in the head and neck locations over Type 1 two-handed signs (e.g. BSL PAPER as in Figure 2). Additionally, 81.7% (517/633) of BSL signs produced in the head and neck locations are one handed compared to 59.9% (169/282) of signs produced in the trunk and arm locations. Siple (1978) suggests that, in conditions of lower acuity, more redundancy may be present in the signal. For Type 1 two-handed signs produced on the trunk, having both hands behave in an identical fashion in the periphery of the addressee’s vision means there is more information available to the addressee to identify the sign. This observation, together with the distribution of marked and unmarked handshapes with respect to location, suggests that the constraints imposed on the distribution of features have their origins in perception as suggested by Siple (1978) and Battison (1978).

To sum up, one might therefore expect words in signed and spoken languages to exploit the advantages available to their respective systems. As phonology is the level of the grammar that has a direct link with the perceptual and articulatory phonetic systems, whether visual-gestural or auditory-vocal, we might expect to see differences emerge between the two types of languages in their organisation of phonological
elements. This allows us to question to what extent we can see phonological patterns that are similar across the two modalities and to what extent they are different. These findings have implications for the understanding of phonological theory in general.

3.3 Sign language and gesture

One of the most debated issues in sign language phonology (indeed in sign language linguistics generally) is the relationship between sign language and gesture. Once the field of sign language linguistics began as an area of serious enquiry, the focus was on making sure that sign languages were credited as linguistic systems distinct from gestures produced by hearing non-signers. Prior to this point, work by scholars often presented a misleading and ignorant view of sign languages, considering them to be a primitive form of communication. Given such opinions, together with the exclusion of sign languages from deaf education and their low status in mainstream society, it is not surprising that suggested associations with gesture since that time have been met with resistance from those in the field of sign language research. It was not until the 1990s that researchers began to seriously consider the relationship between sign language and gesture (Emmorey, 1999, Liddell, 2003, Liddell, 1990, Brennan, 1992).

One area in which the issue of gesture has been most prominent is within the literature on classifier constructions in sign languages. These are signs that occupy the non-core native lexicon and are also known as classifier signs, classifier predicates, depicting signs, depicting constructions, or polymorphemic signs. The handshape identifies the class of the referent and under most analyses is considered to have a morphemic status (e.g., Supalla, 2003, Liddell, 2003). Handshapes may represent classes of objects, either partially or wholly, or the handling of objects (handling constructions). Both types of handshapes are provided in Figure 8.

<table>
<thead>
<tr>
<th>Entity construction</th>
<th>Handling construction</th>
</tr>
</thead>
</table>

Figure 8: Entity construction and handling construction (pictures from Cormier et al. 2012)

Signs from the non-core native component differ from signs within the core lexicon in that they are highly variable and weakly lexicalised. In terms of their phonology, classifier constructions do not always adhere to phonological constraints to the same extent as core, native lexical signs (Aronoff et al., 2003, Eccarius and Brentari, 2007). In addition, whilst handshapes that make up the signs within the core lexicon are argued to be purely phonological, handshapes within classifier constructions carry meaning and are considered to be additionally morphemic.

There are two opposing opinions regarding the status of these constructions: some view these constructions and all their components as part of a linguistic system that can be compared to spoken language classifier systems (Emmorey, 2003, Zwitserlood, 2012, Supalla, 2003), whilst some take the view that these constructions are different from spoken language classifier systems and include some gestural elements (Schembri, 2003, Liddell, 2003). Alternative terminologies used to refer to these forms often reflect this opinion, e.g., “depicting signs” or “depicting constructions.” One argument supporting the view that classifier constructions in sign languages are unlike spoken language systems is that these forms (specifically entity and handling constructions) have much in common with observer and character viewpoint gestures respectively (Cormier et al., 2012). This similarity raises an interesting question from a phonological perspective regarding the extent to which constructions within this component demonstrate evidence of phonological patterning not seen in gesture: to what extent do the two differ?

Partly in response to this question, there has been a growth in the number of studies comparing the structure of signs by deaf signers with the gestures produced by non-signers. One such study, using the Verbs of Motion Production task (Supalla et al., n.d.) to elicit entity constructions from Auslan signers and gestures from non-signers without speech has demonstrated that entity classifier constructions differ from gestures in that signers tend to draw upon a smaller, more conventionalised set of handshapes to represent various entities than non-signers (Schembri et al., 2005).
However, less difference was seen between signers’ and non-signers’ use of movement and spatial arrangement of the two hands. In a similar study, Brentari et al. (2012) investigated the use of entity (those that represent the properties of a particular object) and handling constructions (those that represent how one handles a particular object) produced by signers of ASL and Italian Sign Language and compared them to entity and handling gestures produced by non-signing Italian and English in silent gesture mode (i.e., without speech). Participants had to describe what they had seen in vignettes that displayed objects with or without an agent manipulating them. Whilst the two groups of signers and two groups of gesturers patterned similarly to one another, differences were seen between signers and gesturers. Signers displayed more finger complexity in object handshapes, whilst gesturers displayed a tendency to show more finger complexity in handling handshapes (i.e. measured in terms of selected fingers complexity). Brentari et al. suggest that whilst the gesturers attempted to directly imitate the handling handshapes they saw within the vignettes, the signers drew upon the inventory of handshapes available to them within their languages (which were less complex than the real life action of handling objects in terms of selected fingers complexity). A follow-up study analysing the productions of the use of handling and object handshapes for agentive/non-agentive events by the same sign and gesture groups found that, whilst signers do and gesturers in general do not make this distinction, more Italian gesturers were able to produce this opposition than American gesturers. This suggests that some gesturers, particularly those from cultures that are observed to gesture more frequently, can intuit how to produce this distinction under laboratory conditions (Brentari et al., 2015).

Evidence from psycholinguistic studies have demonstrated that native signers can categorically perceive contrastive handshapes within the core lexicon whilst gesturers do not (Emmorey et al., 2003). However, there is evidence to suggest that categorical perception of classifier handshapes is not restricted to signers alone. Sevcikova (2013) and Sehyr Sevcikova and Cormier (in press) demonstrate that handling handshapes for flat, rectangular objects (e.g., books) and cylindrical objects (e.g., jars) varying in aperture are perceived categorically by deaf BSL signers and hearing non-signers. Such a finding points away from a phonemic categorical distinction for handling handshapes in the non-core lexicon and towards a more conventionalised gestural system shared by deaf signers and hearing non-signers. An additional follow-up study
by Sevcikova (2013) examined whether continuous variation in the size of object was categorically encoded in the production of handling constructions by deaf signers and hearing gesturers (in a co-speech condition and a silent pantomime condition). Participants were first presented with stimuli encouraging them to describe the handling of various objects differing in size and these productions were later matched with the original item by a second group of judges. Within hypothesised categories of graspable object sizes (following Goldin-Meadow et al., 2007), deaf participants judging handling constructions by other deaf signers and hearing participants judging handling constructions with speech were at chance matching items with handshapes for both object types. In contrast, hearing participants judging handling constructions produced during pantomime (gesture without speech) displayed continuous size encoding for both object types.

The results from the experimental studies mentioned above allow us to make several conclusions regarding the nature of entity and handling constructions and their relationship with gesture. The data from Schembri et al. (2005) and Brentari et al. (2012) demonstrate that signers use a more conventionalised set of handshapes than gestures. Since there are more differences in handshape than in the representation of location and movement by signers and gesturers in these constructions, Schembri et al. (2005) suggest that they are blends of a linguistically specified handshape which fuses gestural elements of location (and possibly movement) thus providing evidence for the (partly) gestural analysis of these constructions. Additionally, regarding handling constructions at least, sign-naïve participants are able to categorically perceive handshape distinctions in handling constructions and also encode and decode conventionalised handshape categories in co-speech gesture (Sevcikova, 2013). This, together with other findings from Brentari et al. (2015), indicates that signs from this component of the lexicon maintain close links with gesture.

4 CURRENT CONTRIBUTIONS AND FUTURE RESEARCH

In this section, we focus on current contributions to the field of sign language phonology. These contributions represent new directions within the field as they incorporate new methods and technologies to help us better understand sign language phonology. Looking back at work on sign languages since the 1960s, one can see that early research was aimed primarily at showing that phonology exists in sign...
languages (e.g., Stokoe, 1960, Klima and Bellugi, 1979) and that units compatible with spoken languages can be identified and organised in a similar way within phonological models (as outlined in Section 3.1). Whilst these works represent significant advances within the field, there remains much to be uncovered. In this section, we present recent research on understudied sign languages, sign language corpora, approaches using instrumented capture, and gesture research which have the potential to further illuminate our understanding of the field. The studies referred to here are not intended to be exhaustive but are presented to the reader as an example of how the field can benefit from these directions in future.

4.1 Documentation of sign languages

Earlier work on sign language phonology sometimes worked on the assumption that an insight from one sign language was likely true for all other sign languages. Indeed, cross-linguistically, it is easy to see that there are many similarities across sign languages in phonological structure. For example, the Selected Fingers Constraint appears to hold generally for sign languages. However, much of the published research on sign languages has focused on languages based in North America and Northern Europe. Our understanding of phonological structure can benefit from insights gained from other sign languages that have not been well studied to date. For example, work including sign languages in Asia has extended representations within phonological models to account for a wider range of handshapes. As noted above, phonological models to date have made a distinction between selected fingers and unselected fingers in a given sign. Selected fingers refer to the fingers that appear to be foregrounded and, for signs with handshape change, can change position within a sign (e.g., in BSL AFTERNOON and ASL THROW, the index and the middle finger are the selected fingers). Cross-linguistic research, particularly from Asian sign languages (Eccarius, 2008, Eccarius, 2002, Fischer and Dong, 2010), has revealed that, whilst this distinction is sufficient for capturing the majority of contrasts in sign languages, a further distinction needs to be made along the lines of primary selected fingers (SF1) and secondary selected fingers (SF2), along with unselected fingers (-SF). Some examples of handshapes from Hong Kong Sign Language (HKSL) illustrating this point are provided in Figure 9. The distinction between primary and secondary selected fingers has since been incorporated in recent representations of the Prosodic Model (Eccarius, 2002).
In recent years, more and more work has been conducted on younger sign languages (although it must be said that ASL and BSL can still be described as young languages when compared to spoken languages). This type of research is important for determining how phonology appears in the early stages. In other words, what aspects of a sign are complex at first and become simple over time; what aspects do the reverse? Examples of this type of work can be found in Morgan and Mayberry (2012) where the complexity of two-handed signs is investigated in Kenyan Sign Language with reference to the Symmetry and Dominance Constraint and in Sandler et al. (2005) where the emergence of phonological structure is charted in Al-Sayyid Bedouin Sign Language (ABSL). Both Kenyan Sign Language and ABSL are relatively young, neither more than 75 years old. Data from younger sign languages like this may also contribute to issues of debate within various phonological models. For example, the data from Morgan and Mayberry (2012) appear to support a united view of the dual role of the non-dominant hand in phonological representations (as in the Prosodic and Dependency Models) since exceptional signs are better accounted for when complexity is calculated by taking features of both hands into account each time. In conclusion, it stands to reason that further research on the world’s sign languages and their respective lexicons have the potential to extend existing
representations so that they may better account for the full range of variability in the world’s sign languages.

4.2 Studies using sign language corpora

In recent years, there has been a growth in the number of sign language corpus projects world-wide (e.g., in Australia, the Netherlands, Poland, Sweden, and the United Kingdom). Such corpora are designed to be large machine-readable datasets of semi-spontaneous data and representative, as far as is possible, of the deaf community. Once annotated, these corpora can provide us with a unique snapshot of sign language phonology in action across a wide range of social groups, something that has not been possible before. Usage-based studies utilising large datasets including corpora have already investigated some linguistic and social factors that condition phonological variation in sign languages. For example, two sociolinguistic studies, one focusing on BSL (Fenlon et al., 2013) and another on ASL (Bayley et al., 2002), investigated variation in the 1-handshape, a very common handshape used in lexical signs as well as pointing signs such as pronouns, and found that handshape assimilation was conditioned by grammatical category (lexical signs were more likely to preserve handshape; pronominal signs were least likely to do so) and the immediate phonological environment (preceding signs with different handshapes were more likely to assimilate to the target sign). The BSL study reported that the immediate phonological environment was the strongest factor conditioning variation whilst the ASL study reported grammatical category as the strongest predictor of handshape variation. Similar insights have been made regarding location variation in signs produced on the forehead (e.g., signs similar to BSL NAME) in ASL (Lucas et al., 2002) and Auslan and New Zealand Sign Language (Schembri et al., 2009). These variation studies not only indicate language-specific differences at play but that, in the case of the Auslan study, this variation may be indicative of a change in progress (e.g., the lowering of signs produced on the forehead appears to represent language change in progress led by younger female signers from urban centres). Such studies based on large datasets therefore afford us a strong empirical basis from which observations on phonological change can be made.

Work on sign language corpora has also highlighted the need for lexical databases that are representative of the sign language lexicon since such resources are required
to assist with the process of annotation. Databases that have emerged from such projects may include a phonological description of a sign’s citation form with each entry (e.g., BSL SignBank (Fenlon et al., 2014)). What this means is, as these resources grow over time to become representative of a sign language’s lexicon, we will be in a position to make more accurate generalisations regarding the distribution of phonological properties in these sign languages (e.g., regarding the frequency of handshapes). Previously, even for well-researched languages, such resources have not been available. The association with a sign’s occurrence in a corpus of semi-spontaneous data also means that researchers will be able to quickly retrieve tokens of a specific sign to better understand its use and representation in connected signing.

4.3 Sign language and phonetic instrumentation

As with spoken languages, a thorough understanding of phonology relies on understanding phonetics. The techniques of phonetic instrumentation with sign languages is one area in which there are still considerable advances to be made. Currently, there is no spectrographic analysis for sign language and most phonetic transcriptions are still done manually with the naked eye (e.g., many researchers use programs like ELAN (http://www.tla.mpi.nl/tools/tla-tools/elan/) to code data manually). As a result, the field of sign language phonetics is often described as an area in which little progress has been made. In recent years however, there has been a growth in the number of studies using motion capture in order to understand exactly how the production of signs vary in terms of its kinetic properties. Earlier work incorporating this type of technique can be traced to the 1990s. For example, one study by Wilbur and Zelaznik (1997) investigated how duration and velocity are distributed with respect to prosodic phrasing using a 3-D motion analyser system (WATSMART) and found that duration marks final phrase position and that velocity marks prominence.

Other studies which have used motion capture include Cheek (2001) to investigate pinky extension in handshape, Malaia and Wilbur (2011) in their study of ASL verbs with regards to telicity, and Mauk and Tyrone (2012) in investigating location variation in ASL signs produced at the forehead. These studies provide us with further insights into the factors that affect a sign’s production using a more fine-grained analysis and in some cases building on conclusions from studies using corpora. For
example, whilst the immediate phonological environment has been identified as an important predictor in handshape assimilation in the corpus-based studies above, Cheek (2001) investigating handshape variation found an effect of phonetic environment which was rate dependent; such a finding suggests that coarticulation effects (rather than assimilation) are at play. Similarly, Tyrone and Mauk (2010), using motion capture data, found signing rate to be a significant predictor of sign lowering although this was not uniform for all signs; for some signs, there was an interaction with the phonetic environment. In Mauk and Tyrone (2012), a more detailed analysis (again focusing on signs produced on the forehead) took into account the phonetic location of the preceding and following signs and found that the direction of coarticulation was strongest with the following sign (i.e., as the location value of the following sign moved up the vertical axis, so too did the location value of the target sign ASL KNOW). Additionally, the authors demonstrate that it is not only the hands that move but that passive articulators, the forehead in this case, can play a role. In other words, when producing ASL KNOW, the forehead may move to meet the hand; this type of movement was observed at slower signing rates in ASL. Furthermore, Mauk and Tyrone (2012) found that native signers appear to be more compact in their use of signing space when compared to non-native signers which, in turn, may require them to make more subtle phonological contrasts with respect to the location parameter. Importantly, such studies demonstrate that instrumented capture affords us a better insight regarding the complex array of factors that characterise variation than categorical measures (in particular, coding systems that rely solely on the naked eye).

5 CONCLUSION

To conclude, we have described some of the most important areas of research in sign language phonology both historically and currently. At the end of a chapter such as this one, we would like to offer two reasons why phonologists who conduct research on spoken languages should care about the phonology of sign languages. The first has to do with work concerning sign language and gesture, some of which was discussed in Section 3.3, which is becoming increasingly important in understanding human language. Spoken languages clearly include both speech and the gestures that accompany them as co-speech gesture. There are numerous researchers that have
made this claim in psychology, most notably Goldin-Meadow (2003) and McNeill (1992), and they have described many ways that gestures contribute to the meaning of our utterances in a variety of ways. Pinpointing work that is relevant for a volume on phonology, work by Krahmer and Swerts (2007) have opened up a field of inquiry describing the ways that beat gestures, which co-occur with the prominent syllable of a phonological phrase, can influence how we perceive the vocal prominence of the prominent syllable. Assuming this body of work continues to gain support, analyses on spoken languages, particularly on spoken language prosody, will routinely include properties of the face and body and will be bi-modal. The insights from work on sign languages where the body is a site for phonological operations such as the syllable will potentially be of great use in that work. The sign language syllable, in particular, offers tools for how to think about the componentiality of gesture in this new area of inquiry that couples gesture with speech in considering the totality of spoken language.

The second reason why phonologists who study spoken languages should be concerned with sign language phonology constitutes the ultimate goal of our work as a whole: namely, to describe the full range of extant phonological systems and to strive to construct theories that can handle both. Hale and Reiss (2008) have gone so far as to propose that the work of describing “substance-free” phonology is the primary task of phonologists. Although we are still a very long way from achieving that goal, nonetheless we are optimistic. As Stephen Anderson (1989:803) wrote, “[Phonology] is a domain of human cognition where we probably know more in detail about the specific principles operative within a particular cognitive subsystem than anywhere else, and about the specific representations that play a part in such knowledge.” Sign languages are much more than a couple of extra data points on the landscape of possible phonological systems, or a new quirky set of facts that stretch current theory. They are a set of languages with long histories which have generated solutions to building efficient and effective phonological systems with some materials that are the same as those of speech (the same mind/brain) and some different ones. It is the resilient creativity in response to our human need to communicate that gave rise to the range of phonological structures in sign languages. Working on how signed and spoken languages can genuinely be handled by the same phonological tools gets us
ever closer to understanding phonology, generally speaking, and for this reason this chapter is written for everyone in the field.
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Further reading

BATTISON, R. 1978. *Lexical Borrowing in American Sign Language*, Silver Spring, Linstok Press. This text delivers a good overview of the subject area as well as a description of phonological processes observed in fingerspelled loan signs.
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